
COMPARISON OF TIME SCALES GENERATED 
WITH THE 

NBS ENSEMBLING ALGORITHM* 

Ran B. Vamum 
Defense Mapping Agency, Technical Liason at 

the GPS Master Control Station, 
Falcon Air Force Station, 

Colorado Springs, Colorado 80914 

Donald R. Brawn 
Captain, USAF, Ch/Navigation Analysis 

Section at  the GPS Master Control Station, 
Falcon Air Force Station, 

Colorado Springs, Colorado 80914 

David W. Allan 
National Bureau of Standards, Time and 

Frequency Division, 325 Broadway 
Boulder, Colorado 80303 

lkudi IC. Peppler 
National Bureau of Standards, Time and 

Frequency Division, 325 Broadway 
Boulder, Colorado 80303 

ABSTRACT 

The National Bureau of Standards (NBS), Boulder, Colorado, uses an algorithm which 
generatee UTC(NBS) from ita ensemble of clocks and automatically, optimally, and 
dynamically weights each clock in the ensemble. The same algorithm was used at the 
Master Control Station (MCS) of the Global Positioning System (GPS) to generate 
a time scale from a small ensemble of cesium clocks. Time t r d e r  employing the 
GPS common view technique between NBS (Boulder) and MCS (Colorado Springs) 
was used to evaluate the stability of the MCS ensemble relative to UTG(NBS). Tbe 
results demonstrate the power of the NBS algorithm in providing a stable time scale 
from a small ensemble of clocks. The resulting scale is, in principle, more stable than 
the best clock and a poor clock need not degrade the ensemble. 

1. GENERAL 

We decided to experimentally incorporate the National Bureau of Standadd  (NBS) algorithm to generate 
ensemble time fiom a small ensemble of commercial cesium beam clocka at the GPS Master Control Station 
(MCS) in Colorado Springs. We therefore considered nsing GPS common-view time transfer between the 
MCS and-NBS, Boulder Colorado, to evaluate the result. With this technique, independently generated time 
scales can be compared o v a  long distances on a routine daily basis. In ow experiment, the distance was 
only 90 miles, so Weren t id  ephemeris and propagation path errors were practically rero in the common- 
view mode of time transfer. Therefore, d a y  comparisons of MCS ensemble time with UTC(NBS) were 
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accomplished with a precision of 1.4 nanosecondn, providing a high resolution measure of the MCS ensemble 
pe rformmce. 

The NBS algorithm generatea ensemble time fi" a collection of cesium clocks; in place in the Boulder 
laboratory since 1968, the algorithm producea a time scale that is the weighted mean of all clocks in the 
ensemble. Weight assignment is semi-automatic and dynamic. The squared error of the scale (defined with 
respect to a perfect time acale) is minimised. 

For thia experiment, the NBS time scale was considered to  be perfect. The ensemble at the MCS, on the other 
hand, had lower quality, consisting of only four commercial Hewlett-Packard cesium beam clocks (model 
5061A), one of which was not a high-performance unit (004 option). Additionany, no special environmental 
controls were in place other than the normal building air conditioning. Nevertheless, the time scale produced 
by the MCS ensemble operating with the NBS algorithm was remarkably stable over the eighty day period 
of the experiment. This can be attributed to the relatively goad performance of two clocks in the ensemble 
and the fact that the algorithm automaticany and appropriately assigned the higher weights to  these two 
clocka. 

II. NBS TIMING ENSEMBLE ALGORITHM 
/ 

The following is an outline of the NBS algorithm. A detailed discussion of this algorithm can be found in 
reference 2. 

As input, the algorithm requires periodic time-difference measurements between all pairs of clocks in the 
ensemble, initial values of time and frequency for each clock, and two parameters derived from the observed 
Allan Variance of each clock (calculated from the r-'/' behavior and from the "r" of the Allan Variance at 
the minimum variance point). 

As output, the algorithm produces an estimate of the time and frequency oflset of each clock with respect to  
the weighted mean of all clocks (ensemble time) at each measurement time. Physical realiiation of ensemble 
time can be had by physically steering any clock in the ensemble to produce an average rero-time estimate for 
the steered clock. In this experiment, no steering waa done, but one of the ensemble clocks provided timing 
for the GPS time transfer receiver. Through this clock the MCS ensemble was compared to UTC(NBS). 

The equations and definitions are as follows: 

Definitions: 

Xi(t), x(t) = estimates of time and frequency offsets respectively of clock i at time t with respect to some 
reference time scale, 

Xi(t)  = predicted time offset of clock i at time t, 

x(t)  = estimate of frequency of clock i at t over the interval t to t+r, 

X;i(t) = measured time difference between clocks i and j at time t, 

~ ( g )  = accumulated error in time estimate of clock i over the interval r ,  

(e:(.)) = mean squared error in ensemble time over the interval r at time t, 

( ) = indicates time average, 

r = time interval between measurements, 

N, = time constant of exponential Elter t o  estimate the current mean squared error, 

n = number of clocks in the ensemble, 

TMIN~ = value of r at minimum uy( r )  on Allan Variance curve for clock i. 
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Xi(t + r) = Xi(t) + yi(t)r 

(xi(: + r) - xi(:)] yi(t + r )  = 
r 

Explanation of equations: 

Equation 1: forms a prediction of the time offset for each clock for the next measurement time (t+r) based 
on the current estimates of time and filtered frequency. 

Equation 2: estimates the time offset of each clock j at time t+r given the measurements Xij(t + r ) .  

Equation 3: is an estimate of the average frequency of each clock over the interval r based on the latest two 
estimates of Xi. 

Equation 4: incorporates past measurements into an exponential filtered estimate of the current average 
frequency of clock i. The time constant for the filter was choscn to be N, = 20 days. The exponential 
frequency-weighting time constant (mi) is determined from the relative kvels of white noise and random 
walk (or flicker) FM for clock i (equation 10). 
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Equation 5: is the accumulated error in the estimate of Xi over the i n t u n l  r. The additive term Ki accounts 
for the fact that the term in brackets on the right-hand side of Equation 5 LI b i d  because clock i is part 
of the ensemble. See equation 9 to  calculate Xi. 
Equation 6: is an exponential time filter for the determination of the mean square time m o r  of each clock. 
Recogniring that the noise characteristics of a cesium clock may not be stationary, past measurements are 
de-weighted in the averaging process. The initial value of (e2(.)) can be estimated as r2c?(r). 

Equation 7: forms an estimate of ensemble time e m .  Any clock can only improve this namber-a poorly 
performing clock cannot harm the stability of the ensemble. 

Equation 8: calculates the weight to be used in Equation 2 for each clock. When calculated this way, the 
resulting error in ensemble time with respect to  a perfect clock can be shown to be minim&& in a least 
aquares sense. 

Equation 9: The error estimate from the first term on the right of Equation 5 is, on the average, biased 
small, because each clock is a member of the ensemble, and sees itself through its weighting factor. The 
larger a clock’s weight, the larger is the bias. Under the assumption of a normal distribution of errors the 
sire of the bias can be estimated as given by Equation 9, which is added to  Equation 5 in order to remove 
the bias, on the average. 

Equation 10: Computes mi used in Equation 4 to  form the filtered estimate of the frequency of clock i. This 
value of M can be shown to minimise the error in predicting time (Equation 1) given two kinds of noise in 
the clock (white and random walk FM). If white FM and flicker FM are more suitable models, then m, can 
be approximated as ? I / ? ,  where r1 is the intercept value of r on a g y ( r )  plot for the white and flicker FM. 

III. DESCRIPTION OF EXPERIMENT 

Figure 1 is a combined hardware/software flow chart of the experiment. Four clocks, located at the MCS, 
are l i ked  by a measurement system to provide the time difference between each clock and a reference clock. 
Measurements are taken hourly, but, for this experiment, daily measurements were used to  eliminate the 
effects of measurement noise. Differences between measurements provide the data required for the NBS 
algorithm. The algorithm, implemented at the MCS on a PC, produced the ensemble time of each clock 
(ENS-1, ENS2, ek.). 

The reference clock also provided receiver timing for common-view time tranafer between MCS and NBS. 
The common view time transfer data were processed at the NBS Time and fiequency laboratory to provide 
daily measures of the time offset between UTC(NBS) and the reference clock in the MCS ensemble (NBS 
REF). These data were differenced with the measurements (REF-1, REF-2, etc.) EO the time behavior of each 
clock in the MCS ensemble could be evaluated with respect to  UTC(NBS). Finally, the ensemble behavior 
(i.e. ENS-UTC(NBS)) was obtained from each clock’s behavior with respect to  both the MCS ensemble and 
UTC(NBS). This sewed as an independent measure of ensemble behavior over the test period. 

Iy. RESULTS 

Figure 2 is a plot of the accumulated time difference between MCS ensemble time and UTC (NBS) as obtained 
in the manner just described. A constant frequency difference of 1.2 parts in 10ls has been removed. A 
frequency difference will exist between two independent time scales; the fact that it was EO small in this case 
is coincidentaL The nondeterministic behavior of the ensemble is quantified in the Allan Variance curve 
(figure 3). The stability of the four-clock ensemble is remarkable in view of the poor performance of clocks 1 
and 2 (figure 5). This stability is attributed to  the good performance of the other two cloclrs, and the NBS 
algorithm which weighted the better clodrs higher (figure 4). 

Figure 4 shows the history of the individual weights assigned by the algorithm to each clock Over the eighty- 
day period. Clock 2 received a very low weight. It is the poorest performing clock as indicated by independent 
comparison with UTC(NBS) (figure 5) and is the clock without the high performance tube. Because of the 
limited time span of the test, the initial weights were based upon an experimental run with the first two 
weeks’ data. For the experimental run, the clocks were initially weighted equally (25%) and the resulting 
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weights, after two weeks, were used to  initialire the eighty-day run. Thia procedure eliminated a two-week 
transient period which would have biased the result. 

Note that, in Figure 4, the weight of clock 1 dropped to SUO on MJD 46971. This WM the result of 
an automatic de-weighting of this clock due to a failure of the algorithm to predict thii  clock'r behavior 
between measurements to within three sigma of the estimated clock error. Apparently the frequency change 
exhibited by clock 1 (figure 5) on MJD 46971 was detected and the algorithm de-weighted clock 1, preventing 
perturbation of the ensemble. In figure 2, removal of a heavily weighted clock did not perturb ensemble time 
or frequency. It is a very important feature of the NBS algaithm that clocks can be removed (and added) 
with minimal perturbation. 

The weights of the clocks shown in figure 4 are sometimes called the short-term stability weights since 
these are the optimum weights for the interval between measurements. The ratio of the long-term stability 
performance to the short-term often varies significantly between clocks. The mi parameters refiect the 
long-term stability performance. The values uaed for this parameter for clocks 1, 2, 3, and 4, were 0.15, 1, 
18, and 2 respectively. Figure 6 shows the corresponding frquency stability, ov(r ) ,  of each of the clockn in 
the MCS ensemble. 

In order to  make an estimate of the measurement uncertainty between the MCS and UTC(USN0 MC) 
(direct common view time transfer between the MCS and USNO is carried out routinely) NBS measured 
UTC(USN0 MC) minus UTC(NBS) (Figure 7), then differenced that with the data  in figure 2. This gave 
a different path estimate of UTC(USN0 MC) minus MCS ensemble than the direct one. The difference 
between the direct path measurement and this latter path is plotted in Ggure 8, and the corresponding MOD 
q, ( r )  plot is shown in figure 9. The -1 slope characteriring the stability values plotted in figure 9 would 
indicate a model of flicker noise time (phase) modulation (PM) with roY(r)  = 4 nanoseconds. 

V. CONCLUSION 

The theory upon which the NBS timekeeping algorithm ia based predict8 an ensemble stability better than 
the best clock and, in principle, the ensemble stability is not harmed by a poor clock. Also, the ensemble 
stability is not adversely perturbed by adding or dropping a clock. This experiment supports these theoretical 
inferences; the experiment is based on real data and independent measures of ensemble behavior. 

This improved clock performance from a weighted clock set, when employed in GPS operationally, will 
provide three significant advantages: (1) the improved stability will provide the opportunity to have better 
synchronization to  UTC; (2) the system will be much more immune to  the failure or mal-performance of 
an individual clock; and (3) the improved long-term performance gained from the ensemble will improve 
autonomous GPS performance (i.e. 180 day navigation messages). 
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Figure 1. A combined flow chart and block diagram of the hardware/software system 
employed in the experiment. 

LOG 

Figure 2. A plot of the residual time differences between the MCS ensemble time and 
UTC(NBS) after subtracting the mean frequency and the mean time from the data. 
The plotted values cover the period from 21 May through 9 August 1987. 

Figure 3. A plot of the fraetion frequency stability, u,,(r), of the data shown in Figure 
2. The outstanding long term stability a t  integration time of a few weeks is evident. 
The stability a t  one and two days is probably limited by measurement noise. 
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Figure 4. A plot of the percentage weights assigned to each of the four clocks aver the 
course of the experiment. Notice that the weight of clock 1 ia set to Lero at the point 
where a frequency step was detected (MJD 46970). 
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Figure 6. A plot of the time residuals of each of the clocks versus the MCS ensemble 
after removing a mean frequency and also after setting an arbitrary scaling factor for 
the initial ordinate for each clock. This was done for the convenience of plotting and 
display of these residuals. 
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Figure 6. A plot of the fractional frequency stability, Q J T ) ,  for each of the MCS clocks 
against an independent reference, UTC(NBS). The advantage of an algorithm using 
statistical weighting is obvious from the very different performance of these four clocks. 
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Figure 7.  A plot of UTC(USN0 MC) versus UTC(NBS) is shown for reference for the 
period of the experiment. Since these are independent time scales, we can conclude 
that the stability shown is the square root of the sum of the variances of each, and that 
the reference scale used in this experiment, UTC(NBS), is everywhere better than the 
values plotted here. 
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Figure 8 

CUSMO-NBSI - CUSNO-MCSI - CMCS-WBSJ - CLOSURE RESIDUIILS L o b  HOD SIGyCTnUJ 

Figure 8 & 9. A test was made on the GPS common-view measurement residuals 
by completing the measurement triangle: MCS a t  Colorado Springs, CO to NBS at 
Boulder, CO to USNO at Washington D. C. and thence back to the MCS. Figure 8 
shows the time residuals for the sum of the three legs, which should be zero if the 
system were perfect, and Figure 9 is a modified ~ ~ ( 7 )  plot showing that the residuals 
can be modeled by a flicker noise phase modulation (PM) a t  a level of mY(r) = 4 
nanoseconds with the data being taken once per sidereal day for the GPS common- 
view measurements. If each leg were equal in its contribution and independent of the 
others, its contribution would be 2.5 nanoseconds. W e  measured the common-view 
noise of the MCS, NBS path a t  1.4 nanoseconds, which is reasonable since that leg is 
much shorter than the other two. Notice that there is an apparent bias of about -5 
nanoseconds indicated in Figure 8. 
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